
Clustering Techniques 

 

Clustering is an undirected technique used in data mining for identifying several hidden 

patterns in the data without coming up with any specific hypothesis. The reason behind 

using clustering is to identify similarities between certain objects and make a group of 

similar ones.  

 

Types of Clustering Methods 

 

The clustering methods are broadly divided into Hard clustering (datapoint belongs to only 

one group) and Soft Clustering (data points can belong to another group also).  

 

1. Partitioning Clustering 

2. Density-Based Clustering 

3. Distribution Model-Based Clustering 

4. Hierarchical Clustering 

5. Fuzzy Clustering 

Partitioning Clustering 

It is a type of clustering that divides the data into non-hierarchical groups. It is also known as 

the centroid-based method. The most common example of partitioning clustering is the K-

Means Clustering algorithm. 

In this type, the dataset is divided into a set of k groups, where K is used to define the number 

of pre-defined groups. The cluster center is created in such a way that the distance between the 

data points of one cluster is minimum as compared to another cluster centroid. 

. 

 
Density-Based Clustering 

The density-based clustering method connects the highly-dense areas into clusters, and the 

arbitrarily shaped distributions are formed as long as the dense region can be connected. This 

algorithm does it by identifying different clusters in the dataset and connects the areas of high 

densities into clusters. The dense areas in data space are divided from each other by sparser 

areas. 

These algorithms can face difficulty in clustering the data points if the dataset has varying 

densities and high dimensions. 
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Distribution Model-Based Clustering 

In the distribution model-based clustering method, the data is divided based on the probability 

of how a dataset belongs to a particular distribution. The grouping is done by assuming some 

distributions commonly Gaussian Distribution. 

The example of this type is the Expectation-Maximization Clustering algorithm that uses 

Gaussian Mixture Models (GMM). 

 
Hierarchical Clustering 

Hierarchical clustering can be used as an alternative for the partitioned clustering as there is no 

requirement of pre-specifying the number of clusters to be created. In this technique, the dataset 

is divided into clusters to create a tree-like structure, which is also called a dendrogram. The 

observations or any number of clusters can be selected by cutting the tree at the correct level. 

The most common example of this method is the Agglomerative Hierarchical algorithm. 

 
Fuzzy Clustering 

Fuzzy clustering is a type of soft method in which a data object may belong to more than one 

group or cluster. Each dataset has a set of membership coefficients, which depend on the degree 

of membership to be in a cluster. Fuzzy C-means algorithm is the example of this type of 

clustering; it is sometimes also known as the Fuzzy k-means algorithm. 

These three methods are: 

• K-means: the most popular clustering algorithm and a representative of par- titional 

and prototype-based clustering methods 

• DBSCAN: another partitional clustering method, but in this case density-based 

• Agglomerative hierarchical clustering: a representative of hierarchical and graph-

based clustering methods. 
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